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Abstract 
Content-based Image Retrieval is all about generating signatures of images in database and comparing the 

signature of the query image with these stored signatures. Color histogram can be used as signature of an image 

and used to compare two images based on certain distance metric. Distance metrics Manhattan distance (L1 

norm) and Euclidean distance (L2 norm) are used to determine similarities between a pair of images. In this 

paper, Corel database is used to evaluate the performance of Manhattan and Euclidean distance metrics. The 

experimental results showed that Manhattan showed better precision rate than Euclidean distance metric. The 

evaluation is made using Content based image retrieval application developed using color moments of the Hue, 

Saturation and Value(HSV) of the image and Gabor descriptors are adopted as texture features. 

Keywords:-Content-Based Image Retrieval, CBIR systems, Image Database, Color histograms, color scale 

images, Euclidean Distance method, Manhattan distance, Gabor wavelet. 

 

I. INTRODUCTION 

Content-based image retrieval (CBIR), also 

known as query by image content (QBIC) and 

content-based visual information retrieval (CBVIR) 

is the application of computer vision to the image 

retrieval problem, that is, the problem of searching 

for digital images in large databases. Content based 

image retrieval (CBIR) is a lively discipline, 

expanding in both depth and breadth and an 

important research topic covering a large number of 

research domains like image processing, computer 

vision, very large databases and human computer 

interaction 
[6, 10]

.  

"Content-based" means that the search will 

analyse the actual contents of the image 
[1]

. The term 

'content' in this context might refer colors, shapes, 

textures, or any other information that can be derived 

from the image itself. Due to inability to examine 

image content, searches must rely on metadata such 

as captions or keywords. Such metadata must be 

generated by a human and stored alongside each 

image in the database. The design and development 

of effective and efficient CBIR systems are still a 

research problem, because the nature of digital 

images involves two well-known problems: the 

semantic gap and the computational load to manage 

large file collections. The semantic gap is the lack of 

coincidence between the information that one can 

extract from the visual data and the interpretation that 

the same data have for a user in a given situation 
[7]

.  

 

It has linguistic and contextual consequences, and 

mainly depends on the domain knowledge to 

represent images. On the other hand, the computation 

load, when large image collections are managed, may 

make impractical use of CBIR systems 
[4]

. 

One of the main tasks for (CBIR) systems is 

similarity comparison, extracting feature signatures 

of every image based on its pixel values and defining 

rules for comparing images 
[8]

. These features 

become the image representation for measuring 

similarity with other images in the database. Distance 

metric or matching criteria is the main tool for 

retrieving similar images from large image databases 

for all the above categories of search. Several 

distance metrics, such as the L1 metric (Manhattan 

Distance), the L2 metric (Euclidean Distance) and the 

Vector Cosine Angle Distance (VCAD) have been 

proposed in the literature for measuring similarity 

between feature vectors 
[18].

 In content-based image 

retrieval systems, Manhattan distance and Euclidean 

distance are typically used to determine similarities 

between a pair of images. In image processing 

applications, components of a feature vector (e.g., 

color histogram) are usually normalized by the size 

of the image and as a result, the Manhattan, 

Euclidean, the cosine angle based distance and 

Histogram Intersection distance metrics produce 

different ordering of retrieved images. In this paper, 

Corel database is used to evaluate the performance of 
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Manhattan and Euclidean distance metrics. The 

experimental results showed that Manhattan showed 

better precision rate than Euclidean distance metric. 

Content based image retrieval application developed 

use color moments of the features 
[12]

. 

Hue, Saturation and Value (HSV) of the image 

and Gabor descriptors are adopted as texture  

In the next section of the paper, color and texture 

representation and different distance metrics used for 

comparison have been described. In section 3, we 

explain the details of the content based image 

retrieval application. Section 4 contains the 

experimental results and we draw conclusions from 

our work in the last section of the paper. 

 

II. COLOR AND TEXTURE REPRESENTATION 
A. Color Representation 

Color is one of the important features for 

recognizing the images by humans and it is most 

commonly used feature in image retrieval. Color is an 

important dimension of human visual observation 

that allows discrimination and recognition of visual 

information 
[3]

 .Color features are also easy to extract, 

and have been found to be effective during indexing 

and searching of images in image databases. One of 

the main aspects of color feature extraction is the 

choice of a color space.  

 

Commonly used color spaces are: 

 RGB (Red , Green, Blue) 

 CIE (abbreviated for its French name, 

Commission internationale de l'éclairage) 

 HSV (Hue, Saturation, Value) 

In RGB color space it assigns to each pixel a 

three element vector giving the color intensities of 

the three colors, red, green and blue[15,16]. The 

space spanned by the R, G, and B values describe 

visible colors, which are represented as vectors in the 

3D RGB color space. As a result, the RGB color 

space provides a useful starting point for representing 

color features of images. However, the RGB color 

space is not perceptually uniform. The RGB color 

space can be transformed to generate other color 

spaces. The idea color space transformation is to 

develop a model of color space that is perceptually 

similar with human color vision.  

CIE color space was created by The International 

Commission on Illumination (usually abbreviated 

CIE for its French name, Commission internationale 

de l'éclairage). The CIE color space encompasses all 

color sensations that an average person can 

experience. In CIE color space it judges the relative 

luminance (brightness) of different colors in well-lit 

situations. Humans tend to perceive light within the 

green parts of the spectrum as brighter than red or 

blue light of equal power. A CIE Color space is 

generated by nonlinear transformation of the RGB 

space 
[12]

. However, the CIE color spaces are 

inconvenient because of the calculation complexities 

of the transformation to and from the RGB color 

space.  

The HSV color space (Hue, Saturation, Value) 

corresponds better to how people experience color 

than the RGB color space does. The HSV color space 

is widely used in the field of color vision. The 

chromatic components Hue, Saturation and Value 

correspond closely with the categories of human 

color perception. As hue varies from 0 to 1.0, the 

corresponding colors vary from red, through yellow, 

green, cyan, blue, and magenta, back to red, so that 

there are actually red values both at 0 and 1.0. As 

saturation varies from 0 to 1.0, the corresponding 

colors (hues) vary from unsaturated (shades of gray) 

to fully saturated (no white component). As value, or 

brightness, varies from 0 to 1.0, the corresponding 

colors become increasingly brighter. 

 
Figure 1: HSV Cone 

 
HSV color space is also a nonlinear 

transformation of the RGB, but it is easily invertible. 

The HSV color space is perceptually uniform. In this 

project, HSV color space has been used to extract 

color features. The HSV values of a pixel can be 

transformed from its RGB representation according 

to the following formula 

𝐻 =  cos^(−1)⁡⌊(1/2 ⌊(𝑅 − 𝐺) + (𝑅 − 𝐵) ⌋)/(√((𝑅
− 𝐺)^2 ) + (𝑅 − 𝐵)(𝐺 − 𝐵) )⌋ 

 

𝑆 = 1 −  
3 min⁡ 𝑅, 𝐺, 𝐵  

𝑅 + 𝐺 + 𝐵
  

 

𝑉 =  
𝑅 + 𝐺 + 𝐵

3
  

 

B. Color Feature Extraction 

The objective of color indexing is to retrieve all 

the images whose color compositions are similar to 

the color composition of the image in the query. 

Histograms are useful because they are relatively 

insensitive to position and orientation changes. 

Besides they are sufficiently accurate 
[11]

. However, 

they do not capture spatial relationship of color 

regions and they have limited discriminating power. 

http://en.wikipedia.org/wiki/Luminance_(relative)
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Many publications focus on color indexing 

techniques based on global color distributions. These 

global distributions have limited discriminating 

power because they are unable to capture local color 

information. Color correlogram and color coherence 

vector can combine the spatial correlation of color 

regions as well as the global distribution of local 

spatial correlation of colors. These techniques 

perform better than traditional color histograms when 

used for content-based image retrieval. But they 

require very expensive computation. Color moments 

have been successfully used in content based image 

retrieval systems. It has been shown 
[12]

 that 

characterizing one dimensional color distributions 

with the first three moments is more robust and runs 

faster than the histogram based methods. 

 

C. TEXTURE REPRESENTATION 

Texture is defined as structure of surface formed 

by repeating element or several elements in different 

relative spatial position. Texture is an inherent 

property of all surfaces that describes visual pattern, 

each having homogeneity 
[10].

Gabor wavelet is widely 

adopted to extract texture from the images for 

retrieval and has been shown to be very efficient. 

Basically Gabor filters are a group of wavelet 

capturing energy at specific frequency and specific 

orientation. The scale and orientation tunable 

property of Gabor filter especially useful for texture 

analysis 
[2]

. The Gabor filter design is done as 

follows: 

For a given image I(x,y) with size P x Q, its Gabor 

wavelet transform is given by a convolution: 

𝐺𝑚𝑛 =   𝐼 𝑥 − 𝑠, 𝑦 − 𝑡 Ÿ
𝑛
𝑚𝑛  𝑠, 𝑡  

 

Where, t and s are the filter mask size variables, 

and *mn is a complex conjugate of mn. After 

applying Gabor filters on the image with different 

orientation at different scale, we obtain an array of 

magnitudes which is given as: 

𝐸 𝑚, 𝑛 =   𝐺𝑚𝑛  𝑥, 𝑦   

 

Where m =0,1,……, M-1; n=0,1,…… N-1. 

These magnitudes represent the energy content at 

different scale and orientation of the image. The main 

purpose of texture-based retrieval is to find images or 

regions with similar texture 
[16]

. It is assumed that one 

is interested in images or regions that have 

homogenous texture; therefore the following mean 

μmn and standard deviation mn of the magnitude of 

the transformed coefficients are used to represent the 

homogenous texture feature of the region: 

𝜇𝑚𝑛 = 𝐸 𝑚, 𝑛 
ƃ𝑚𝑛  

𝑃 𝑋 𝑄

=  √  
  𝐺𝑚𝑛  𝑥, 𝑦  − 𝜇𝑚𝑛  2

𝑃 𝑋 𝑄
 

A feature vector ƒ
𝑔

 (texture representation) is 

created using μmn and mn as the feature components. 

Four scales and 6 orientations are used in common 

implementation and the feature vector of length 48 is 

given by: 

ƒ
𝑔

=   𝜇00 , ƃ00, 𝜇01 , ƃ01,……………,𝜇35 , ƃ35,  

 

III. DISTANCE METRICS 
In the domain of image retrieval from large 

databases using signatures like color histogram, each 

„n‟ dimensional feature vector may be considered as 

a point in the „n‟ dimensional vector space. Thus, a 

feature vector is mapped to a point in the n-

dimensions 
[18]

. This mapping helps us to perceive the 

images (represented by their feature vectors) as high-

dimensional points. The advantage of this 

representation is that one can now use different 

distance metrics for (i) finding similarity between 

two images and (ii) ordering a set of images based on 

their distances from a given image. This enables one 

to do a nearest neighbor search on a large database of 

images and retrieve a result set containing images 

that are closest matches to a user-specified query. It 

is evident that the images and their ordering depend 

both on the feature extraction method as well as on 

the distance metric used. In this work, Manhattan 

distance and Euclidean distance metrics have been 

used as a similarity rule. 

After the color, shape or texture information is 

extracted from an image, it normally encoded into a 

feature vector. Given two feature vectors, x1 and x2, a 

distance function computes the difference between 

them. It is hoped that this difference will accurately 

measure the dissimilarity between the images from 

which the features were extracted. The greater the 

distance, the less the similarity. Distance functions 

Euclidean (L2) norm and Manhattan distance or L1 

norm (also known as city block metric) equations are 

as follows: 

 The Euclidean distance is given by the following 

mathematical expression.   

𝑑𝐸  𝑥1 , 𝑥2 =   (𝑥1 𝑖 − 𝑥2(𝑖))2𝑖=𝑛
𝑖=1   

 

Where, 𝑥1 , 𝑥2 are the coordinates where two 

pixels p1 and p2 are located. 

 

The Manhattan distance is given by following 

mathematical  

𝑑𝑀  𝑥1 , 𝑥2 =  (𝑥1 𝑖 − 𝑥2(𝑖)).

𝑖=𝑛

𝑖=1

 

Distance functions or metrics follows following 

properties: 

𝑑 𝑝, 𝑞 ≥ 0   𝑑 𝑝, 𝑝 = 0  

𝑑 𝑝, 𝑞 = 𝑑 𝑞, 𝑝  

𝑑 𝑝, 𝑧 ≤ 𝑑 𝑝, 𝑞 + 𝑑(𝑞, 𝑧) 
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IV. CONTENT BASED IMAGE RETRIEVAL 

SYSTEM 
A content based application for large-scale study 

of image retrieval algorithms has been developed as 

shown in Fig. 2. The system retrieves images that are 

similar to a user-specified query from an image 

database. The goal is to present the user with a subset 

of images that are more similar to the query image. 

First of all, signatures of all the images are stored in a 

database and then an image is queried with its 

signature as input. In this application, color histogram 

of an image is used as the signature. The rule for 

similarity measure is distance metrics[9]. Two 

different distance metrics, via, Euclidean distance 

and Manhattan distance, are used in two color spaces, 

RGB and HSV. Firstly apply the color image 

conversion, i.e., in the form of RGB. One must have 

to apply the color conversion technique first with the 

help of color model, i.e., HSV (Hue, Saturation, and 

Value). The same is done using MATLAB for 

converting the image color in HSV format. After 

converting, one selects the blocks of the picture, 

which is helpful for finding the distance measure. 

The system has been developed on Windows OS, 

Matlab 7.9 as front end and Ms Excel as backend. 

The WANG dataset, that is a subset of 1000 images 

of the Corel dataset is used (http://savvash.Blogspot. 

com/2008/12/benchmark-databases-for-cbir.html). 

The Corel dataset is a large dataset of photographs 

with annotation. The images in WANG dataset were 

selected manually to form a dataset of 10 classes of 

100 images each. The database is being expanded by 

adding more images from time to time. The image 

features i.e. color histograms are stored in a file 

structure. The number of bins is 64 for all the 

histogram types. L1 and L2 distance measures have 

been used to select nearest neighbors and both have 

given almost identical results. The top similar 

images, ranked on the basis of the distance are 

displayed as thumbnails. The graphical user interface 

displays the query image and the results for browsing 

to the user. A snapshot of the user interface is shown 

in the Figure 2 and Figure 3. 

 
Figure 2: Resultset display of Manhattan Distance in the application
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Figure 3: Resultset display of Euclidean Distance in the application 

  

V. EXPERIMENTAL RESULTS 
In this section, experimental results have been 

reported. All experiments were performed on an Intel 

core i3 machine. 

Processor 2.20 GHz with 2 GBytes of RAM. The 

system was implemented in Matlab 7.9. the COREL 

database for the experiment purpose. consists of 1000 

images divided in 10 categories with 100 images in 

each category. The categories of the images are 

people, beach, monuments, buses, dinosaurs, 

elephants, flowers, horses, mountains and cuisines. 

For the performance evaluation, 5 random 

images from each of the 10 category as the query 

image have been arbitrarily chosen. An ideal image 

retrieval system is expected to retrieve all the 

relevant images. One of the popular measures is the 

precision rate that is the ratio of the number of 

relevant images retrieved and total number of images 

in the collection 
[13]

. 
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          𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛    

=
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝐼𝑚𝑎𝑔𝑒𝑠 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑚𝑎𝑔𝑒𝑠 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑
 

 

The precision of the distance metric is calculated  

by varying the number of retrieved images. Once, the 

distance of query image is calculated with all the 

images in the database, it is sorted. The order of 

sorting depends on the type of distance metric. So, 

the denominator for calculating precision (Total No. 

of images retrieved) is varied by considering 5, 10, 

15 and 20 nearest neighbors (NN). Out of these 

nearest neighbors (NN), how many of them belong to 

the same category as the query image, that‟s 

precision. 

Figure 3: Performance comparison of Euclidean and Manhattan distance metrics 

 

The performance of two similarity measures, L1 

and L2 distance have been compared, in the 

experiments. In the figure 3 ,it has been shown 

precision for the first 5, 10, 15 and 20 nearest 

neighbor images of the result set. From the above 

shown figure, one can observe that Manhattan shows 

better result than Euclidean. However, with higher 

number of nearest neighbors spurious images keep 

coming in the result set.  

 

VI. CONCLUSION 
Content based image retrieval (CBIR) is a lively 

discipline, expanding in both depth and breadth and 

an important research topic covering a large number 

of research domains like image processing, computer 

vision, very large databases and human computer 

interaction. One of the main tasks for (CBIR) systems 

is similarity comparison, extracting feature signatures 

of every image based on its pixel values and defining 

rules for comparing images. Distance metric or 

matching criteria is the main tool for retrieving 

similar images from large image databases for all the 

above categories of search 
[17]

. The Manhattan 

distance and Euclidean distance have been used to 

determine similarities between a pair of images in the 

content based image retrieval application. In this 

paper, the comparison of  the performance of 

Manhattan (L1) and Euclidean(L2) distance metric 

has been done.. According to the precision graph, one 

can conclude Manhattan distance metric shows better 

precision than Euclidean metric.  

Developments and studies are going on for 

further improvements in design and performance of 

“CONTENT BASED IMAGE RETRIEVAL 

SYSTEMS”. As continuation of this work we 
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propose to perform analysis of other distance metrics 

like Earth Mover‟s distance, weighted Euclidean 

distance , Vector Cosine Angle distance and 

Histogram Intersection. In addition to this we would 

like to performance comparison of these metrics 

using confusion metrics. 
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